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ABSTRACT 
A smart world, like ours, is primarily based on the concept of Internet of Things (IoT). IoT generates huge 

amount on data on a daily basis. It is very important to work on this generated data so as make good use of it. 

Data mining is essentially used for this purpose. This paper discusses how data mining can be implemented on 

IoT data. Data mining primarily includes classification (grouping data), clustering (labeling data), frequent 

pattern mining (finding frequently occurring itemsets or sequences or substructures in data) and outlier analysis 

(analyzing data with abnormal value of attributes). The main focus of this paper is frequent pattern mining. 

 

Keywords: Internet of things, data mining, frequent pattern mining. 

 

I. INTRODUCTION 
Internet of Things (IoT) is the network of physical devices, vehicles, home appliances and other items 

embedded with electronics, software, sensors, actuators, and connectivity which enables these objects to connect 

and exchange data. Each thing is uniquely identifiable through its embedded computing system but is able to 

inter-operate within the existing Internet infrastructure. [1, 2, 3] 

 

The figure of online capable devices increased 31% from 2016 to 8.4 billion in 2017. [4] Experts estimate that 

the IoT will consist of about 30 billion objects by 2020 [5]. It is also estimated that the global market value of 

IoT will reach $7.1 trillion by 2020. [4]  

 

The IoT allows objects to be sensed or controlled remotely across existing network infrastructure, creating 

opportunities for more direct integration of the physical world into computer-based systems, and resulting in 

improved efficiency, accuracy and economic benefit in addition to reduced human intervention. When IoT is 

augmented with sensors and actuators, the technology becomes an instance of the more general class of cyber-

physical systems, which also encompasses technologies such as smart grids, virtual power plants, smart homes, 

intelligent transportation and smart cities. 

 

Things, in the IoT sense, can refer to a wide variety of devices such as heart monitoring implants, biochip 

transponders on farm animals, cameras streaming live feeds of wild animals in coastal waters, automobiles with 

built-in sensors, DNA analysis devices for environmental/food/pathogen monitoring, or field operation devices 

that assist firefighters in search and rescue operations. Legal scholars suggest regarding "things" as an 

"inextricable mixture of hardware, software, data and service". [5] These devices collect useful data with the 

help of various existing technologies and then autonomously flow the data between other devices. Figure 1 

shows a technology roadmap of IoT indicating how IoT grew over the years and what future awaits it. 
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Figure 1: Technology roadmap for IoT 

 

The amounts of data generated worldwide every year estimated by different studies [6, 7, 8, 9] are different, it is 

thought that the total amount of data generated has exceeded one zettabyte in recent years. It is evident that data 

analysis tools available today are simply not powerful enough to handle and analyze big data of IoT. There is no 

doubt that it is still a difficult problem to put more than one zetta byte into a single storage system. The next 

issue we need to take into account is that the data from IoT are generally too big and too hard to be processed by 

the tools available today. As Baraniuk observed [6], the bottleneck of data processing will be shifted from 

sensor to the data processing, communication, and storage capability of sensor.  

 

Data mining is the process of discovering patterns in large data sets involving methods at the intersection of 

machine learning, statistics, and database systems. [10] It is an essential process where intelligent methods are 

applied to extract data patterns. Data mining involves six common classes of tasks [10]: 

1. Frequent pattern mining – Searches for relationships between variables. For example, a supermarket might 

gather data on customer purchasing habits. Using frequent pattern mining, the supermarket can determine 

which products are frequently bought together and use this information for marketing purposes. This is 

sometimes referred to as market basket analysis. 

2. Clustering – is the task of discovering groups and structures in the data that are in some way or another 

"similar", without using known structures in the data. 

3. Classification – is the task of generalizing known structure to apply to new data. For example, an e-mail 

program might attempt to classify an e-mail as "legitimate" or as "spam". 

4. Outlier detection – The identification of unusual data records, that might be interesting or data errors that 

require further investigation. 

5. Regression – attempts to find a function which models the data with the least error that is, for estimating the 

relationships among data or datasets. 

6. Summarization – providing a more compact representation of the data set, including visualization and report 

generation. 

 

The main focus of this paper is frequent pattern mining and how it can be used for mining data, particularly IoT 

data.  

 

II. FREQUENT PATTERN MINING ON IOT DATA 
Pattern mining consists of using/developing data mining algorithms to discover interesting, unexpected and 

useful patterns in databases. Pattern mining algorithms can be applied on various types of data such as 

transaction databases, sequence databases, streams, strings, spatial data, graphs, etc.  Pattern mining algorithms 

can be designed to discover various types of patterns: sub-graphs, associations, indirect associations, trends, 

periodic patterns, sequential rules, lattices, sequential patterns, high-utility patterns, etc. 
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The most popular algorithm for pattern mining is Apriori. [11] It is designed to be applied on a transaction 

database to discover patterns in transactions made by customers in stores. But it can also be applied in several 

other applications, including IoT data. The only condition is that the data should be in a transactional data 

format.  A transaction is defined a set of distinct items (symbols). Apriori takes as input (1) a minsup (minimum 

support) threshold set by the user and (2) a transaction database containing a set of transactions. Apriori outputs 

all frequent itemsets, i.e. groups of items shared by no less than minsup transactions in the input database.  

 

The Apriori algorithm finds frequent itemsets using an iterative level-wise approach based on candidate 

generation. The procedure is summarized below: 

 

Input: 

D, a database of transactions; 

min sup, the minimum support count threshold. 

Output: L, frequent itemsets in D. 

Method: 

L1 = find frequent_1-itemsets(D); 

for (k = 2; Lk-1 ≠ Φ; k++)  

Ck = apriori_gen(Lk-1); 

for each transaction t ∈ D {    // scan D for counts 

Ct = subset(Ck, t);     // get the subsets of t that are candidates 

for each candidate c ∈ Ct 

c.count++; 

Lk = {c ∈ Ck| c.count ≥ min_sup}  

} 

return L = UkLk; 

 

procedure apriori_gen(Lk-1: frequent(k-1)-itemsets) 

for each itemset l1 ∈ Lk-1 

for each itemset l2 ∈ Lk-1 

if (l1[1] = l2[1] ^ (l1[2] = l2[2]) ^ ... ^ (l1[k-2] = l2[k-2] ^ (l1[k-1] <  l2[k-1]) then  

{ 

c = l1 join l2;     // join step: generate candidates 

if has_infrequent_subset(c, Lk-1) then 

delete c;     // prune step: remove unfruitful candidate 

else add c to Ck; 

}  

return Ck; 

 

procedure has_infrequent_subset(c: candidate k-itemset; Lk-1: frequent (k-1)-itemsets)   

for each (k-1)-subset s of c 

if s ∉ Lk-1 then return TRUE; 

return FALSE; 

Algorithm : Apriori 

I executed Apriori on a transactional dataset (see Table 1). It contains four transactions. Given a minsup of 2 

transactions, frequent itemsets are “bread, butter”, “bread milk”, “bread”, “butter” and “milk” (Table 2). 

 
Table 1: Transactional database 

Transaction_ID Items_in_the_Transaction 

T100 bread, butter, coffee 

T101 butter, tea 

T102 bread, milk, butter 

T103 candy, bread, milk 
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Table 2: Frequent itemsets and their support 

Frequent_Itemsets Support 

Bread 3 

Butter 3 

milk 2 

bread, butter 2 

bread, milk 2 

 

Another extended use of this approach is that it can be used for finding association rules. A simple example that 

is often used to explain the concept of association rule is discovering items that will be purchased together with 

items already purchased. Mathematically, the problem can be defined as follows: Given a set of items I = {i1, i2, 

. . . , im} and a set of transactions D = (t1, t2, . . . , tn) where ti ⊆ I, find the set of association rules which are 

greater than or equal to the predefined threshold values of support and confidence. In other words, the two 

important conditions to evaluate the mining results, support and confidence, are predefined by the user. For 

example, a transaction rule for buying bread and milk together, denoted {bread} ⇒ {milk}, with the value of 

support set equal to 10% and the value of confidence set equal to 70%, indicates that 10% of the customers buy 

bread and milk together while each customer has a 70% of chance to buy milk if he or she bought bread. 

Mathematically, the support is defined as  

support(X ⇒ Y) = P(X ∪ Y ) = [TC(X ∪ Y )]/n                            (1) 

and the confidence is defined as 

confidence(X ⇒ Y) = P(Y | X) = [TC(X ∪ Y ) / TC(X)]                       (2) 

where TC(a) denotes the number of transactions in D that contain a. 

 

Like most approaches for the association rule, analyzing the purchase behavior still attracts the attention of 

researchers and companies using the RFID or even IoT approaches. In [12], Schwenke et al. provided a high 

level method to describe the agent states and the customer behavior in a supermarket, namely, thinking, moving, 

and action. To solve the problem of customers not being able to find the products they are looking for quickly, 

in [13], customer specific rules (e.g., age and family state), category-based rules, and association rules are 

integrated into the same buying suggestion system to help the customers of a supermarket find the products they 

are looking for. The rule based and case-based reasonings are used to analyze the data to make the system be 

able to suggest to the customers what they need more accurately based on (1) the personal favor of a customer, 

(2) the personal purchase history, and (3) the behavior of other people. 

 

The other approach based on the RFID and sensor technologies is the smart environment which also needs 

mining technologies to make it more intelligent so as to provide more convenient services. Different from most 

studies on classification that employed the activities of daily living (ADL) to describe the activities, a set of 

motions are used to facilitate the classification algorithm to differentiate different events. The focus of [14, 15, 

16] is on the relations between temporal activities. Inspired by [17], several studies [14] were focused on 

describing and defining the relations of temporal activities. The relations are first divided into before, after, 

meets, met-by, overlaps, overlapped-by, starts, started-by, finishes, finished-by, during, contains, and equals, 

which can then be used to describe the relations between temporal activities.  

 

The apriori algorithm is also used in [14] to discover the frequent patterns. Later studies [18], [19] add the k-

means clustering algorithm to classify the activities to create a normal mixture model for each activity before the 

association rules mining is applied. Another study [20] integrates the association rule mining with the linear 

support vector machine (LSVM) classification algorithm to improve the accuracy rate of a behavior prediction 

system for the health care at home. Patterns captured by four different kinds of sensors—the ECG sensor, 

temperature sensor, network camera for the human location and motion, and facial expression sensor—are used 

to detect the events. The LSVM is used to recognize the home services while the association rule plays the role 

of analyzing the home services for the human if any sudden events occurred, such as a human suffering from 

stress. 

 

 

III. CONCLUSION 
In this paper, a technology roadmap for IoT was described followed by the description of which data mining 
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techniques can be used on IoT data. Then, it was shown how frequent pattern mining can be done on data from 

IoT that is in the form of a transactional database. Finally, association rule mining was introduced and it was 

discussed how it can used on IoT data.


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